INEQUALITY AND POLITICAL VIOLENCE REVISITED

In their 1987 article in this Review, Muller and Seligson used logged ordinary least-squares (LOLS) to estimate the effect of income inequality on cross-national levels of deaths by political violence. T. Y. Wang challenges the robustness of the main conclusion and argues for the application of a maximum likelihood approach—the exponential Poisson regression (EPR) model—rather than LOLS. He concludes that the widely used LOLS approach yields misleading conclusions when applied to event count data. Dixon, Muller, and Seligson replicate previous work using both LOLS and EPR approaches and conclude that in most—but not all—respects the two approaches yield similar results, supporting the effect of inequality when the specifications are identical. They also argue (in response to concerns expressed by Brockett 1992) that the inequality results are robust when account is taken systematically of the best information on underreporting of deaths.

COMMENT

Inequality in its various forms has long been regarded as a major determinant of political violence. The theoretical foundation of this argument is the relative deprivation thesis, which holds that discontent generated from the gap between an individual’s expected and achieved well-being is a major cause of violent behavior (Gurr 1970). A body of quantitative literature has emerged to examine the causal linkage between inequality and collective violence. While different findings have been registered, most of the studies share two important methodological similarities: (1) many studies used event count data as measurements of dependent variables with a measure of deaths from violence as the most widely used indicator (see, e.g., Boswell and Dixon 1990; Hartman and Hsiao 1988; Muller 1985, 1988b; Muller and Seligson 1987; Park 1986; Weede 1981, 1986), and (2) many studies used the logged ordinary least squares (LOLS) method for statistical estimation. As will be demonstrated, LOLS is not appropriate when event count data are used for measurements of dependent variables. The unsuitability comes about because event count variables typically display a Poisson or other count-based distribution; therefore LOLS produces inefficient or biased estimates (King 1988, 1989a–b).

Muller and Seligson (1987) recently examined the relationship between inequality and political violence. Using the LOLS method, they concluded that income inequality (the share of income going to the top 20% of all households) has a strong positive effect on mass violence. I shall replicate this study to demonstrate the unsuitability of LOLS when dependent variables are measured by event count data. I shall then reanalyze their data by using an event count analysis—a statistical technique that has not been used in previous research on political violence but has been successfully employed in studies on presidential appointments of Supreme Court justices (King 1987), on the demand of health insurance and the use of health care services (Cameron and Trivedi 1986), and on patents and research and development activity (Hall, Griliches, and Hausman 1986; Hausman, Hall, and Griliches 1984). The replicated analysis reveals that inequality in general—whether in the form of income or land maldistribution—does not have statistically significant effect on collective violent behavior. Instead, a semirepressive regime and intensity of separatism are the main causes of mass violence.

DIRECT REPLICATION

The frequent adoption of LOLS in the study of violence stems from the fact that the ordinary least squares method assumes a linear and additive function. However, event count data display a Poisson or other count-based distribution, and the relations between variables are not linear in functional forms. In such cases, ordinary least squares solutions do not provide proper estimates. A frequently adopted remedy in the literature is to make a natural logarithmic transformation of the dependent variable so that a log-linear function is acquired. All of the studies on political violence I have mentioned adopt this approach. In many instances, LOLS is not suitable for event count data when zero is one of the observed values. This is a frequent occurrence in the study of political violence. A constant c is often added to the dependent variable $Y_i$ before obtaining a logarithmic transformation, so that a zero value can be avoided, namely, $\ln(Y_i + c)$. As will be demonstrated, the value of this added constant has substantial effects on the conclusions reached.

Table 1 reports the LOLS results of a direct replication of Muller and Seligson’s study, with a small constant, $c$, taking on different values added to the dependent variable, the logged death rate of 1973–77. Since Monte Carlo experiments have shown that there is no optimal choice for $c$ across empirical examples (King 1988), the values of this constant are arbitrarily set at .001, .01, and 1. As columns 1–3 show, when the value of $c$ changes, the magnitudes of all regression coefficients and their corresponding standard errors also change. The size of almost all LOLS coefficients drops as $c$ increases. For instance,
### TABLE 1

LOLS Regression of Political Violence on Income Inequality and Other Explanatory Variables

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>C = .001</th>
<th>C = .01</th>
<th>C = 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper 20 % income share</td>
<td>.08</td>
<td>.07</td>
<td>.038*</td>
</tr>
<tr>
<td>(0.05)</td>
<td>(0.04)</td>
<td>(0.017)</td>
<td></td>
</tr>
<tr>
<td>In energy consumption per capita</td>
<td>.46</td>
<td>.30</td>
<td>.11</td>
</tr>
<tr>
<td>(0.34)</td>
<td>(0.23)</td>
<td>(0.11)</td>
<td></td>
</tr>
<tr>
<td>Intensity of separatism</td>
<td>2.71*</td>
<td>2.14*</td>
<td>1.23**</td>
</tr>
<tr>
<td>(1.10)</td>
<td>(0.82)</td>
<td>(0.36)</td>
<td></td>
</tr>
<tr>
<td>Semirepressive regime</td>
<td>4.17**</td>
<td>3.06**</td>
<td>.98***</td>
</tr>
<tr>
<td>(0.97)</td>
<td>(0.73)</td>
<td>(0.32)</td>
<td></td>
</tr>
<tr>
<td>In negative sanction per 1m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1973–77</td>
<td>1.11</td>
<td>.95</td>
<td>.33</td>
</tr>
<tr>
<td>(0.69)</td>
<td>(0.52)</td>
<td>(0.23)</td>
<td></td>
</tr>
<tr>
<td>1968–72</td>
<td>–.22</td>
<td>–.06</td>
<td>.13</td>
</tr>
<tr>
<td>(0.80)</td>
<td>(0.60)</td>
<td>(0.26)</td>
<td></td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>.44</td>
<td>.47</td>
<td>.46</td>
</tr>
</tbody>
</table>

Note: Figures in parentheses are standard errors.

*The regression coefficient of “Semirepressive regime” is different from that reported in Muller and Seligson 1987, panel 1.3. While all other coefficients are identical to the original ones, it is empirically impossible to have a different coefficient for “Semirepressive regime”. I hence conclude that the difference is due to a misprint in Muller and Seligson (1987), N = 61.

*p < .05.

**p < .01.

Probably the simplest specification of an event count analysis is the exponential Poisson regression (EPR) model. Specifically, the EPR model takes the form

$$E(Y_i) = \lambda_i = \exp \left( \mathbf{X}\beta \right) = \exp \left( \sum_{k=1}^{p} X_{ik}\beta_k \right), \quad (1)$$

where $i = 1 \ldots N$, and $p < N$; $E(Y_i)$ is the expected value of the dependent variable; $\mathbf{X}$ is a vector of independent variables; and $\beta$ is a vector of regression estimates. The goal is to estimate the vector of regression estimates, $\beta$, in which each element represents the individual effect of $X_p$, a particular independent variable, on the dependent variable or the observed event count.

The Poisson specification is restrictive in one important way, however: it is based upon assumptions that events occur independently over time and that the probability of an event occurring at any point of time is constant. These assumptions may not be valid, since either the prior occurrence of an event such as political violence or changes of other factors such as economic conditions could result in a change of the probability of subsequent events. In addition, it is common practice in cross-national studies to aggregate data over a period of time (e.g., 5 or 10 years). The aggregation process may increase cross-national variability since countries tend to have different incident-proneness at different time periods. A technique that explicitly takes into account overdispersion in event counts is negative binomial regression. Statistically speaking, this means that the specification of the variance of $Y_i$ is different in the EPR and negative binomial models even though they have an identical specification of expected values (see equation 1). While the EPR model assumes that the expected value and variance of $Y_i$ are equal (i.e., $V(Y_i) = \lambda_i$), the negative binomial models relax this assumption.

Cameron and Trivedi (1986) have shown that two negative binomial models—what they called \texttt{NEGBIN I} and \texttt{NEGBIN II}—can be generated by different specifications of variance:

$$V(Y_i) = (1 + \alpha)\lambda_i \quad \text{\texttt{NEGBIN I}} \quad (2)$$

$$V(Y_i) = \lambda_i (1 + \alpha \lambda_i) \quad \text{\texttt{NEGBIN II}} \quad (3)$$

The adequacy of the Poisson model is thus based on tests of the nuisance parameter, $\alpha = 0$. If $\alpha$ is not significantly different from zero, which implies that events are independent, the expected value and variance of $Y_i$ are equal and the negative binomial models will reduce to exactly to the Poisson model. If $\alpha$ is greater than and significantly different from zero, which implies that events are overdispersed and/or have a heterogeneous probability of occurrence, the Poisson model should be rejected. Meanwhile, the choice between \texttt{NEGBIN I} and \texttt{II} is also contingent on tests of $\alpha$ in equation 2 and 3.

With these statistical qualifications in mind, I will replicate Muller and Seligson’s study. There are two

the coefficient of semirepressive regime changes from 4.17 to .98—a decrease of 76%—as $c$ increases from .001 to 1. In addition, the level of significance also changes. Income inequality (upper 20% income share), for example, is not significant when $c$ is .001. As $c$ increases to 1, it is significant at the .05 level. The arbitrary choice of an added value for a logarithmic transformation can thus have enormous effects on one’s substantive conclusions. This raises additional questions about the accuracy and reliability of previous findings.

### INDIRECT REPLICATION: AN EVENT COUNT ANALYSIS

This analysis demonstrates that the commonly adopted LOLS regression analysis is inappropriate when political violence is measured by event count data. The use of event count analysis represents a more reliable and accurate alternative (Cameron and Trivedi 1986; King 1988, 1989a–b). The advantages of event count analysis are (1) it takes into account the nonnegativity of event count data and leaves no possibility of predicting a negative value (least-squares techniques, by contrast, do not constrain the expected number of events to positive values, which must be the case) and (2) since zero is a natural outcome of event count models, there is no need for the logarithmic transformation and hence no “zero problem” (Hausman, Hall, and Griliches 1984).
modifications in the operationalization. First, Muller and Seligson undertook a logarithmic transformation on three independent variables: energy consumption per capita, negative sanctions per one million of 1973–77, and the same of 1968–72. The following analysis does not have that transformation on these variables, since an event count analysis assumes a nonlinear function, so that there is no reason to make a logarithmic transformation on independent variables to fit the linear assumption. Second, the dependent variable of the original model, political violence, was measured by “the logged sum of annual deaths from domestic political conflict during 1973–77 divided by midinterval population” (Muller and Seligson 1987, 433–34, emphasis mine). No such transformation was done on the dependent variable in the following analysis. Instead, the natural logarithm of the midinterval population (\( \ln \text{pop75} \)) is included on the right-hand side as an additional independent variable. This is done because the original form of the relationship is

\[
E(Y) = \exp (X\beta)
\]

or, equivalently,

\[
E(Y) = \exp \left( \sum_{k=1}^{p} X_k \beta_k + 1n \,(\text{pop75}) \right).
\]

This exercise is due to the fact that a linear transformation on the dependent variable (such as taking an average) is incompatible with event count analysis. This method of measurement is conceptually and algebraically identical to the original operationalization. That is, political violence is measured by the death rate from domestic conflict per one million population. Algebraically, this implies that the coefficient of \( \ln \,(\text{pop75}) \) should be constrained to one. It is harmless, however, to free it from this restriction by including it as an independent variable in the equation (King 1988, 1989a).

Furthermore, Muller and Seligson exclude all land inequality variables in the full model, based upon the initial analyses of the relations between all inequality variables and political violence (1987, 435–36). Since their initial analyses are mainly based upon bivariate regression/correlations, the exclusion of land inequality variables from the subsequent analyses is not appropriate. Any relationship or lack of relationship between variables in an incomplete specification such as this may either be spurious or suppressed (Pedhazur 1982). The following analysis will include all inequality variables except “Gini land concentration.” As Prosterman pointed out, it is implausible to expect that the relatively high Gini coefficients of land concentration in industrialized societies, where only a small agricultural labor force is present, would generate significant discontent (1976, 350).10

Several countries register extremely large scores on the dependent variable. In order to reduce the problem of estimation, Muller and Seligson set a ceiling on the values of the dependent variable. The death rates of these countries were arbitrarily set to 50 (1987, 434). Their decision to set an upper limit to the death rate is inappropriate, because an arbitrary ceiling could skew the conclusions. I shall include the original values of these cases and examine their robust standardized residuals 12 to determine whether their presence would bias the results.13

Before the actual effects of the inequality variables on political violence can be examined, it is necessary to determine whether a Poisson model is adequate. As noted, the adequacy is contingent upon tests of the nuisance parameter, \( \alpha \), being significantly greater than zero. Consider the Poisson residuals, \( u_i = y_i - \hat{\lambda}_i \) and let \( \hat{V} (y_i) = (y_i - \hat{\lambda}_i)^2 \). The following regressions can be obtained (standard errors in parentheses are obtained using White’s heteroscedastic consistent estimator):

\[
\hat{V}(y_i) = 1,458.27 \hat{\lambda}_i \quad \text{(771.53)}
\]

\[
\hat{V}(y_i) / \hat{\lambda}_i = 530.54 - 0.63 \hat{\lambda}_i \quad \text{(342.13)} \quad \text{(0.63)}
\]

From equations 2 and 4, it can be seen that \( \hat{\alpha} = 1,458.27 - 1 \). The estimated 7-statistic is 1.89, which is statistically significant at the .05 level with a one-tailed test.14 This evidence clearly rejects the adequacy of a Poisson specification in favor of a negative binomial parameterization.

Which of the two negative binomial models should be used? The \( \hat{\alpha} \) in equation 5 is not statistically significant at the .05 level. This suggests that the first rather than the second negative binomial model is adequate. Table 2, column 1 presents the results with a NEGBIN 1 parameterization.15

Surprisingly enough, none of the regression coefficients in Table 2, column 1 is statistically significant at the .05 level for a two-tailed test. Only intensity of separatism and semirepressive regime are of borderline significance (between the .05 and .10 levels). An analysis of the residuals reveals that Argentina, Peru, and the United Kingdom are outliers. In order not to be biased by a few outliers, I drop these three cases and reestimate the parameters. Parallel regression equations to equations 4 and 5 are first obtained to determine an appropriate specification:

\[
\hat{V}(y_i) = 73.01 \hat{\lambda}_i \quad \text{(32.83)}
\]

\[
\hat{V}(y_i) / \hat{\lambda}_i = 99.53 + 0.02 \hat{\lambda}_i \quad \text{(39.88)} \quad \text{(0.5)}
\]

Equation 6 again suggests that the negative binomial is preferred to the Poisson specification; with \( \hat{\alpha} \) in equation 7 being statistically insignificant, it suggests that the NEGBIN 1 is still a preferred specification.

Table 2, column 2 presents the results after the outliers are removed from the analysis. Again, as in column 1, none of the inequality variables has sta-
nized and engage in violent behavior in a semirepressive regime than in a repressive one. Differences in regime structure are thus relevant because they directly affect individuals’ ability and likelihood to get organized.

Moreover, semirepressive regimes also serve as causes of collective violent behavior. The Iranian revolution documented in detail by Green (1982, 1984) and cited by Muller and Seligson (1987, 430) is a case in point. Green argues that the pseudoparticipatory tactics undertaken by the shah “served to increase popular hostility among those socially mobilized Iranians eager to have a measure of influence over the manner in which their society was ruled” (1984, 155). This unrealized desire for real power in a semirepressive regime can thus become a contributor to collective violence. As a result, a semirepressive regime is not only a facilitating factor but also a direct cause of political violence.

**CONCLUSION**

My analysis indicates that Muller and Seligson's previous findings are suspect due to the inappropriate statistical methods employed. The new evidence suggests that inequality in the forms of income or land distribution does not have effects on political violence. Rather, regime structures and intensity of separatism are more important in explaining the occurrence of political violence. Semirepressive regimes are relevant not only because they allow individuals to get organized and engage in violent behavior but also because they are causes of violence.

The fact that none of the inequality variables is statistically significant does not mean that the relative deprivation thesis is theoretically meaningless. In Gurr’s (1970) conceptualization of relative deprivation, discontent is not generated from inequality per se, but rather from the gap between an individual’s expected and achieved well-being. Indices based on measures of objective inequality cannot, by themselves, purport to assess this crucial part of Gurr’s hypothesis. Inequality in the form of income or land distribution will not be translated into widespread discontent if there is no perceived discrepancy between what people actually get and what they expect to get. It is necessary, therefore, to assess individuals’ perception of this gap through survey data before the relative deprivation hypothesis can be tested—an argument made more than a decade ago (Eckstein 1980; Weede 1981).

The methodological implication of this analysis, however, goes well beyond the study of political violence. There are many other studies in the discipline that use event count data as the measurements of dependent variables. The number of coups, coup attempts, presidential vetoes, and presidential appointments of Supreme Court justices are only a few examples. Far from being only a problem of technical differences, the widely used conventional method can lead to incorrect or misleading substantive find-

---

Here is the table from the document:

<table>
<thead>
<tr>
<th>Variables</th>
<th>ALL VALID CASES INCLUDED (N = 45)</th>
<th>OUTLIERS EXCLUDED (N = 42)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agrarian inequality</td>
<td>-.016 (.023)</td>
<td>-.043 (.031)</td>
</tr>
<tr>
<td>Landless</td>
<td>-.004 (.027)</td>
<td>.048 (.032)</td>
</tr>
<tr>
<td>Upper 20% income share</td>
<td>.032 (.029)</td>
<td>.032 (.026)</td>
</tr>
<tr>
<td>Energy consumption</td>
<td>-.0001 (.012)</td>
<td>.002 (.012)</td>
</tr>
<tr>
<td>Intensity of separatism</td>
<td>.733 (.408)</td>
<td>1.180** (.434)</td>
</tr>
<tr>
<td>Semirepressive regime</td>
<td>.984 (.508)</td>
<td>1.369** (.550)</td>
</tr>
<tr>
<td>Negative sanctions per 1m 1973–77</td>
<td>-.001 (.032)</td>
<td>.012 (.034)</td>
</tr>
<tr>
<td>1968–72</td>
<td>.068 (.116)</td>
<td>-.005 (.108)</td>
</tr>
<tr>
<td>In (Population, 1975)</td>
<td>.297 (.166)</td>
<td>.171 (.150)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>82,224.5</td>
<td>43,258.7</td>
</tr>
</tbody>
</table>

Note: Figures in parentheses are standard errors.

**p < .01.
ings, as demonstrated in the reanalysis of Muller and Seligson's data. Least squares solutions provide inefficient and biased estimates when the dependent variable uses event count data. An event count analysis is the appropriate technique for statistical estimation, since the underlying data generation process of the dependent variable is a Poisson or other count-based distribution.

T. Y. WANG

Illinois State University

RESPONSE

T. Y. Wang attacks cross-national studies of political violence on grounds that they routinely rely on faulty estimation methods. Similarly, Brockett has claimed that the conventional dependent variable in such studies, deaths from political violence, is "morally flawed" by measurement error (1992, 169). In regard to estimation methods, Wang directs two key criticisms at contemporary conflict studies, which, if valid, undermine the empirical foundation for the proposition that income inequality promotes political violence. He asserts (1) that the common practice of logging dependent variables derived from counts leads to capricious and unreliable results and (2) that when estimated by appropriate maximum likelihood techniques, the relationship between inequality and political violence disappears. Based on documentary evidence for Central American countries, Brockett demonstrates that counts of deaths from political conflict events from the World Handbook of Political and Social Indicators (Taylor and Rodice 1983) are grossly underreported for several countries. He infers that this kind of measurement error is likely to be prevalent for the Third World in general and, if so, that the World Handbook data are too inaccurate to permit meaningful cross-national testing of hypotheses about determinants of political violence.

These criticisms are more than methodological quibbles about the validity of the finding of a positive effect of income inequality on political violence. They seriously challenge the empirical foundation underpinning our substantive understanding of the macroinstitutional causes of political violence in general. We shall address each criticism. As we shall show, these criticisms fail to overturn previous results.

LOGARITHMIC TRANSFORMATION OF CONFLICT MEASURES

Wang's initial criticism is leveled at the near universal practice of transforming the dependent variable into logarithms prior to estimation by ordinary least squares (LOLS). He argues two separate briefs against this procedure. The first hinges on the observation that violent deaths, death rates, and similar count-based conflict measures commonly used as dependent variables cannot possibly assume negative values. Least squares techniques are therefore conceptually inappropriate because they can provide no assurance that predicted values will be positive. The second argument arises from the fact that zero is a typical value of these dependent variables and since the logarithm of zero is undefined, some small arbitrary constant must be added to these measures. He presents results showing that the choice of a constant entails serious consequences for subsequent estimates and for substantive conclusions drawn from them. We address each of these issues in turn.

The objection to negative predicted values with count-based measures is a special case of a more general conceptual problem with ordinary least squares that can occur whenever a dependent variable is theoretically constrained to a particular range or set of values. The problem is most often discussed in the context of dichotomous dependent variables, though it obviously applies with equal force to event counts. We certainly have no quarrel with Wang's position here. We, too, prefer models that impose some constraint on predictions of negative deaths or death rates. However, we do quarrel with Wang's implication that LOLS models are just as susceptible to this problem as standard ordinary least squares. In fact, LOLS always imposes some level of constraint on negative predictions.

It is important to keep in mind that the dependent variable of an LOLS model is expressed in logarithms and therefore its predicted values are also in logarithms. It is probably fairly common for LOLS estimates on counts to produce negative predictions but these values are not themselves counts, they are logged counts. Since negative logarithms map within the range of zero to one, the problem of negative counts or rates is averted. One might still object to a prediction of, say, half a death; but fractions routinely occur elsewhere as well and are not really at issue.

It is true that under some conditions the LOLS constraint on negative predictions may be only a bounded constraint. This will occur whenever a positive constant is added to an original measurement so that logarithms of zero counts can be taken. In this case, LOLS can produce negative predictions, but only within a fixed range determined by the magnitude of the constant. For example, suppose an LOLS model on raw death counts produces a predicted value of -.69 which, after exponentiation, is equivalent to one-half a death. If the original data had been incremented by a constant larger than this predicted count, then removal of the constant would yield a negative prediction. Notice that a negative result can only occur from subtraction of a constant and that the range of negativity is strictly bounded by the constant's size. In our view this is nothing more than a minor nuisance.

The addition of a constant prior to taking logarithms is at the heart of Wang's second line of argument against LOLS estimation. The purpose of
this operation is to transform zero counts or rates into positive values, and since any positive constant will do the job, Wang maintains that the choice of constant is essentially arbitrary. This is a critical point because he goes on to show in his Table 1 that the choice of constant affects the magnitudes of subsequent parameter estimates and their standard errors in such a way that substantive conclusions are called into question. Most importantly, with the addition of .001 instead of 1.0—the value conventionally used in conflict studies—the estimated effect of income inequality on political violence fails to be significant at the .05 level even by a one-tailed test. He concludes that one can have little confidence in substantive conclusions based on LOLS estimates that are so drastically influenced by an arbitrary constant.

Wang is obviously correct in claiming that any positive constant added to zero will permit transformation to logarithms. In this sense, the choice of constant is arbitrary. We take issue, however, with his unstated assumption that this choice is also free of any substantive implications: it is not. In particular, we shall argue that under certain circumstances a constant can introduce step-level scaling changes that may or may not correspond with prior theoretical assumptions. Thus, while the need for a constant may be purely methodological, the particular value chosen must be consistent with prior theory.

We can best illustrate these theoretical implications by focusing on the relationship Wang finds most seriously affected by the choice of constant—that between income inequality and death rates (per million population) from political violence. Figure 1 displays four scatterplots for the 62 countries with valid observations on both measures. Plot A in the upper left shows the relationship between inequality and raw death rates. Plots B, C, and D use logarithms of death rates with increments of 1.0, .01, and .001, respectively. In the unlogged case (plot A) the relationship is evidently exponential. Specifically, the death rate from political violence is a positively accelerated function of income inequality. This is consistent with the hypothesis that structural conditions of discontent must reach relatively high levels for mobilization in the form of rebellious collective action to occur (Muller 1985, 53).

When deaths per million are logged with a constant of 1.0 in plot B, the transformed relationship approaches linearity with minimal changes to the scaling at low-rate levels, which is consistent with the hypothesis of a positively accelerated function. Plot C with a constant of .01, however, is quite different.
Here we observe a gap beginning to open between observations having the lowest observed nonzero death rates and those with zero deaths. This gap becomes even more pronounced with an increment of .001 in plot D. The plots in Figure 1 demonstrate, with some clarity, why Wang’s LOLS results produced parameter estimates for income inequality that became smaller in relation to their standard errors as the constant adjustment became smaller. As the interval between zero and very small death rates widens, observations are moved away from any least squares line and standard errors become progressively inflated.

The distance between zero and nonzero rates or counts respond in this way because the logarithmic function is symmetrical around one. Thus, as fractions between zero and one become smaller, the magnitude of their logarithms (expressed in negative numbers) increases at an accelerating pace, paralleling the acceleration of positive values above unity. This has an obvious but strangely counterintuitive implication for the choice of a constant value for taking logarithms. Intuition might suggest a preference for .001, rather than 1.0, on grounds that the smaller the value added to a measure the less distortion it will introduce. But in fact, as fractional constants become smaller their logarithms become progressively larger negative numbers.

A table of logs (or, to be more contemporary, a moment with a hand calculator) will immediately reveal how a very small fractional constant like .001 added to an integer greatly expands the distance between zero and one in comparison to the nearby intervals between one and two, two and three, and so on. Moreover, by the symmetry of the logarithmic function, a constant adjustment of .001 necessarily represents the logged interval between zero and one as equivalent to the logged distance between one and one thousand. Substantively, this implies that a single death from political violence constitutes a huge step-level change from zero deaths. This step-level representation does not conform to our own hypothesis of a smoothly accelerating function, nor does it conform to any hypotheses that have been expressed by other conflict theorists. Indeed, we cannot conceive of any meaningful theoretical justification for such a representation.22

The problems caused by small fractional constants are even more severe with rates. At least with counts the distortion is confined to a single interval. But rates less than one are affected even more perversely since distances between logged rates grow progressively larger as the observed rates themselves become smaller. Frankly, we cannot begin to imagine what sort of conflict theory could justify such a result. It strikes us as pure nonsense.

In contrast, addition of a constant 1.0 before taking logarithms progressively compresses all observed counts and rates as they become larger, both within and beyond the zero–one interval. This is a theoretically appealing result for conflict studies because it appropriately linearizes the hypothesis that political violence is a smoothly accelerated positive function of income inequality. Of course, fractional constants yield the same linearizing result for observed counts and rates greater than one. Because fractional constants carry only a small and diminishing effect for values greater than one, it is only in the zero–one range that serious problems arise, which is possibly why the implications discussed here were overlooked by Wang.

Thus for reasons having to do with both our theoretical assumptions about political violence and the symmetry of the logarithmic function, a constant adjustment of 1.0 is anything but arbitrary.23 In fact, the addition of 1.0 to counts and rates is the only way to preserve what we regard as theoretically meaningful distances in the zero–one range. Furthermore, in our view the theoretical utility associated with a constant of 1.0 substantially outweighs the minor nuisance of bounded negative predictions noted earlier. Accordingly, we do not regard Wang’s criticism of LOLS estimation to be sufficiently sound to undermine previous findings of the relationship between inequality and political violence. Yet such a relationship would at least come under suspicion if it failed to stand up under alternative estimation methods. Wang claims he has shown this to be the case. It is to this question that we now turn.

**EXPONENTIAL POISSON REGRESSION**

Wang’s second main criticism of conflict studies is equally severe. Because he regards LOLS estimates with an added constant as capricious and unreliable, he argues for an alternative estimation method based on the EPR model. He then presents maximum likelihood EPR estimations on raw death counts that diverge sharply from previously published LOLS results using logged death rates. His most important finding—that inequality has no impact whatsoever on political violence—has consequences beyond our study (Muller and Seligson 1987), for it appears to undermine a conclusion of several other cross-national analyses as well. Or does it?

The EPR analysis in Wang’s Table 2 is termed an “indirect replication” of ours (Muller and Seligson 1987) because it differs on numerous operational and design issues. The most important of these differences is Wang’s decision to base his conclusions entirely on a single specification, including two land distribution measures along with income inequality. We believe that this is an inappropriate decision for several reasons. In the first place, the distribution of land and income are not of equal theoretical status. For reasons specified elsewhere, income inequality is theoretically a more proximate cause of political violence than land distribution; therefore, it is the former that merits closest scrutiny (Boswell and Dixon 1990; Muller and Seligson 1987). Wang is right, however, in pointing out that an observed relationship between income inequality and violence could still be the spurious result of land maldistribution affecting both.
TABLE 3

Regression of Political Violence on Income Inequality and Other Explanatory Variables

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>MODEL 1 (N = 62)</th>
<th>MODEL 2 (N = 61)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NELBIN</td>
<td>LOLS</td>
</tr>
<tr>
<td>Upper 20% income share, ca. 1970</td>
<td>.030*</td>
<td>.042*</td>
</tr>
<tr>
<td></td>
<td>(.014)</td>
<td>(.017)</td>
</tr>
<tr>
<td>Intensity of separatism, 1975</td>
<td>.959*</td>
<td>1.454*</td>
</tr>
<tr>
<td></td>
<td>(.230)</td>
<td>(.393)</td>
</tr>
<tr>
<td>Semirepressive regime, 1973–77</td>
<td>.767*</td>
<td>.874*</td>
</tr>
<tr>
<td></td>
<td>(.237)</td>
<td>(.278)</td>
</tr>
<tr>
<td>Negative sanctions per 1m, 1975a</td>
<td>.018</td>
<td>.475*</td>
</tr>
<tr>
<td></td>
<td>(.012)</td>
<td>(.218)</td>
</tr>
<tr>
<td>In (Population, 1975)</td>
<td>.261*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.069)</td>
<td></td>
</tr>
<tr>
<td>Energy consumption per capita, 1970a</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>.752*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.398)</td>
<td></td>
</tr>
<tr>
<td>Dispersion parameter $\sigma^2$</td>
<td>1.011.3*</td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>115,029</td>
<td></td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>.45</td>
<td></td>
</tr>
</tbody>
</table>

*Note: Main entries are negative binomial regression estimates on raw death counts (NELBIN) or LOLS estimates on death rates plus 1; entries in parenthesis are standard errors.

*aVariable is logged in LOLS estimation.

*p ≤ .05, one-tailed test.

Furthermore, while Wang's specification is not without some substantive justification, its inclusion of manifestly irrelevant variables pays a high price in lost efficiency and degrees of freedom. The latter problem is particularly severe in this context since the pattern of missing observations across the income and land measures has the deleterious consequence of reducing the sample size by approximately 25% from what would be available to models employing income inequality alone. Inexplicably, Wang elected not to follow the standard practice of "testing down" or "trimming"—that is, of reestimating his model with the irrelevant variables excluded. We shall show that had he done so, he would have arrived at different conclusions.

Thus both theoretical and methodological considerations lead us to suspect that Wang's EPR estimates may be more an artifact of his specification than results with revolutionary substantive implications as he claims. We therefore set out to replicate Wang's "replication" with a few improvements of our own. Our analyses follow the conventional procedure of beginning with the most causally proximate and theoretically parsimonious specification prior to testing for spurious effects. We omit considerations of negative sanctions for 1968–72 because it has failed to produce significant results in any of our LOLS or EPR estimations (Muller and Seligson 1987, 437). We also depart from Wang's reliance on two-tailed significance tests in favor of the one-tailed tests we originally used (though this is a minor point that turns out to have no bearing on our conclusions). Finally, because the method of estimation is a point at issue, we provide LOLS estimates alongside EPR results to permit valid comparisons across equivalent specifications.

Our dependent variable for EPR estimation is cumulative deaths from political violence during 1973–77, controlled for population size by the log of 1975 population on the right-hand side. We follow Wang's use of negative binomial regression, since we would expect such deaths to be correlated with one another—an expectation that implies a positive and significant estimate for the dispersion parameter.24 For LOLS estimation, we used cumulative deaths per million 1975 population as the dependent variable and dropped population from the right-hand side.25 Death rates were transformed to logarithms after receiving a constant increment of one. Two other variables on the right-hand side—negative sanctions per million and (in model 2) energy consumption per capita—were also transformed to logarithms for LOLS estimation.

Results from our estimations are presented in Table 3. The initial specification labeled model 1 not only reflects our stated theoretical emphasis on income inequality but also affords the broadest possible cross-national comparison over a sample of 62 countries.26 Examination of negative binomial estimates on the left and LOLS on the right reveals a high degree of convergence in the signs and robustness of estimated effects. Of particular interest is the fact that both estimation methods produce positively signed estimates for the income inequality measure. Because
we regard the sign of the coefficient as vital to its interpretation we employ a one-tailed test, yet these inequality estimates would remain significant even by more stringent two-tailed standards. Although both estimates are substantively interpretable as nonlinear effects, they are expressed for differently scaled dependent variables and cannot be directly translated to a fully comparable common metric.27

Results from our model 1 specification show that income inequality does contribute to political violence and, contrary to Wang, that this conclusion is unaffected by the method of estimation. However, these estimates alone are not sufficient to identify the source of the discrepancy between Wang’s results and our own, nor do they address the possible causal role of land maldistribution. We explore these issues with some additional estimations beginning with model 2 in Table 3. First, we consider Wang’s inclusion of energy consumption per capita as a control for economic development. Note that this specification forfeits two degrees of freedom, since the introduction of energy consumption results in the loss of one observation. Results listed in the two columns for model 2 reveal that model 1 estimates are little affected by the inclusion of energy consumption. By most accounts, economic development should be negatively related to political violence; yet both methods reveal positively signed coefficients, though neither reaches significance even for a two-tailed test.28 Furthermore, Wang’s own results show that the effect of energy consumption is virtually nil. Accordingly, energy consumption can be safely ignored in further analyses.

We have yet to examine the role of land distribution. We undertake this task in Table 4 with specifications that include each land measure individually and a specification similar to Wang’s that encompasses both land variables and inequality. Model 3 is identical to model 1 except that it substitutes agrarian inequality for income inequality. Agrarian inequality is a composite indicator consisting of the Gini index of land concentration weighted by the size of the agricultural labor force.29 Our estimations are conducted over the broadest possible sample consisting of all 83 countries for which this measure is available. It is evident from columns 1–2 that neither estimation method is able to detect any discernable effect of agrarian inequality on political violence.

Model 4 follows the same procedures, substituting landlessness for agrarian inequality. Landlessness is measured by agricultural households without land as a proportion of the total labor force. While this is not an ideal indicator of land-based discontent, it is nevertheless preferable to measures based on the Gini index (Brockett 1992; Prosterman and Riedinger 1987). Even so, estimations over all 63 countries for which data

<table>
<thead>
<tr>
<th>TABLE 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Regression of Political Violence on Income Inequality, Land Inequality, and Other Explanatory Variables</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>MODEL 3 (N = 83)</th>
<th></th>
<th>MODEL 4 (N = 63)</th>
<th></th>
<th>MODEL 5 (N = 46)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Agrarian inequality</td>
<td>.002</td>
<td>.009</td>
<td></td>
<td></td>
<td>.019</td>
<td>.017</td>
</tr>
<tr>
<td>(N = 83)</td>
<td>(.008)</td>
<td>(.009)</td>
<td></td>
<td></td>
<td>(.001)</td>
<td>(.016)</td>
</tr>
<tr>
<td>Landlessness</td>
<td></td>
<td></td>
<td>.011</td>
<td>.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(.008)</td>
<td>(.016)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper 20% income share, ca. 1970</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.040*</td>
<td>.064*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(.014)</td>
<td>(.030)</td>
</tr>
<tr>
<td>Intensity of separatism, 1975</td>
<td>.704*</td>
<td>1.720*</td>
<td>.723*</td>
<td>1.161*</td>
<td>.816*</td>
<td>1.264*</td>
</tr>
<tr>
<td></td>
<td>(.152)</td>
<td>(.379)</td>
<td>(.046)</td>
<td>(.347)</td>
<td>(.005)</td>
<td>(.442)</td>
</tr>
<tr>
<td>Semirepressive regime, 1973–77</td>
<td>.462*</td>
<td>.538*</td>
<td>.521*</td>
<td>.516</td>
<td>.886*</td>
<td>.887*</td>
</tr>
<tr>
<td></td>
<td>(.308)</td>
<td>(.323)</td>
<td>(.043)</td>
<td>(.344)</td>
<td>(.005)</td>
<td>(.392)</td>
</tr>
<tr>
<td>Negative sanctions per 1m, 1975a</td>
<td>.025*</td>
<td>.674*</td>
<td>.018</td>
<td>.475*</td>
<td>.013</td>
<td>.329</td>
</tr>
<tr>
<td></td>
<td>(.015)</td>
<td>(.195)</td>
<td>(.380)</td>
<td>(.202)</td>
<td>(.260)</td>
<td>(.228)</td>
</tr>
<tr>
<td>In (Population, 1975)</td>
<td>.269*</td>
<td>.266*</td>
<td></td>
<td></td>
<td>.256*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.027)</td>
<td>(.113)</td>
<td></td>
<td></td>
<td>(.005)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>3.639*</td>
<td>-3.80</td>
<td>2.057*</td>
<td>.112</td>
<td>1.117*</td>
<td>-2.149*</td>
</tr>
<tr>
<td></td>
<td>(.203)</td>
<td>(.470)</td>
<td>(.051)</td>
<td>(.291)</td>
<td>(.005)</td>
<td>(.194)</td>
</tr>
<tr>
<td>Dispersion parameter (φ²)</td>
<td>6,003.9*</td>
<td></td>
<td>739.8*</td>
<td></td>
<td>897.1*</td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>694,192</td>
<td></td>
<td>87,700</td>
<td></td>
<td>82,221</td>
<td></td>
</tr>
<tr>
<td>Adjusted R²</td>
<td></td>
<td>.35</td>
<td></td>
<td>.26</td>
<td></td>
<td>.35</td>
</tr>
</tbody>
</table>

Note: Main entries are negative binomial regression estimates on raw death counts (NEGBIN) or LOLS estimates on death rates plus 1; entries in parenthesis are standard errors.

*Variable is logged in LOLS estimation.

*p ≤ .05, one-tailed test.
are available once again reveal no effects attributable to the maldistribution of land. And once again, the two estimation methods yield comparable results.

We believe that the evidence adduced so far would lead most analysts to conclude that income inequality does promote political violence but that agrarian inequality and landlessness do not. Nevertheless, we examine one final specification that includes all three variables. Because the pattern of missing data across the three measures leaves a sample of only 46 countries, our basis for comparison is unavoidably diminished. Both sets of estimates for model 5 displayed in Table 4 columns 5–6 again show that income inequality contributes to political violence and that agrarian inequality and landlessness are immaterial. This is an especially interesting result for two reasons. First, even though the specification differs only marginally from Wang’s by excluding two manifestly irrelevant variables (energy consumption and lagged negative sanctions), the resulting EPR estimates lead to strikingly different conclusions. Second, this estimation corroborates the pattern of results found for the individual estimations in models 1, 3, and 4. Certainly there is no evidence from any of our estimations to support the continued inclusion of land distribution measures. And excluding them takes us back to model 1, which we hypothesized as the proper specification in the first place.

To this point we have focused our attention on Wang’s most provocative claim, namely, that EPR estimation overturns the finding of previously published studies showing income inequality to impart a positively accelerated effect on deaths from political violence. We have demonstrated that about the only evidence for this claim is to be found in Wang’s lone estimation of what is apparently an idiosyncratic specification encompassing numerous irrelevant variables over a particular subset of cases. Indeed, the weight of present evidence, irrespective of estimation method, clearly supports the original conclusion that income inequality does promote violence. But to say that the two estimation methods concur in the identification of some positive inequality effect is not necessarily to say that they identify the same effect. Despite the coincidental similarity of the EPR and LOLS estimates displayed in our tables, the size of the effects are not directly comparable since they apply to differently scaled dependent variables under differently conditioned specifications. In order to undertake such a comparison we must depart from the issue as originally posed by Wang to consider directly parallel specifications.

An appropriately parallel specification can be constructed from the elements of our model 1 estimations in Table 3, though this new formulation is not exactly identical to either specification in its original form. Comparability of dependent variables is achieved by redirecting the LOLS specification to an estimation on raw death counts (logged with an increment of 1.0) and adding the logarithm of population to the righthand side. With this modification the only remaining difference is in the representation of negative sanctions, which is logged in LOLS and unlogged in EPR. Until now we have followed Wang’s procedure of using unlogged sanctions for EPR estimation. Here, however, we depart from Wang by following the more common practice of logging sanctions in both specifications (e.g., Hibbs 1973; Muller and Seligson 1987).

Empirical estimates for this new parallel specification are listed in the two columns of Table 5. There are, of course, both similarities and differences depending on one’s point of view. Lacking both fully specified theories and precise measurements over complete sets of observations, contemporary transnational social scientists seldom hypothesize exact magnitudes of effects. Ordinarily, about all we can ask of our nascent theories and meager data is to identify that there is some effect in the predicted direction within a specified standard of certainty. Sometimes, as in the case of inequality and violence, we can also stipulate an expected functional form. From this conventional perspective the two sets of estimates in Table 5 bear a remarkable similarity. Both methods reveal a positively-accelerated inequality effect on deaths while holding population constant; both identify the important role of separatism and regime repressiveness; and both now show that contemporaneous negative sanctions carry a positive effect under a logarithmic specification.

Beneath the similarities highlighted by conventional social scientific practice are some important differences as well. Most notably, it is apparent that the LOLS estimates achieve systematically larger magnitudes than their EPR counterparts by a ratio of

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>NEGBIN</th>
<th>LOLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper 20% income share, ca. 1970</td>
<td>.037* (.012)</td>
<td>.070* (.026)</td>
</tr>
<tr>
<td>Intensity of separatism, 1975</td>
<td>.892* (.236)</td>
<td>2.004* (.593)</td>
</tr>
<tr>
<td>Semirepressive regime, 1973–77</td>
<td>.644* (.225)</td>
<td>1.391* (.484)</td>
</tr>
<tr>
<td>In (Negative sanctions per 1m, 1975)</td>
<td>.360* (.126)</td>
<td>.758* (.322)</td>
</tr>
<tr>
<td>In (Population, 1975)</td>
<td>.332* (.075)</td>
<td>.685* (.160)</td>
</tr>
<tr>
<td>Constant</td>
<td>(-.474)</td>
<td>(-8.684*)</td>
</tr>
<tr>
<td>Dispersion parameter (\hat{\sigma})</td>
<td>964.7*</td>
<td>—</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>115,031</td>
<td>—</td>
</tr>
<tr>
<td>Adjusted R(^2)</td>
<td>.59</td>
<td>—</td>
</tr>
</tbody>
</table>

Note: Main entries are negative binomial regression estimates on raw death counts. (NEGBIN) or LOLS estimates on death counts plus 1, entries in parenthesis are standard errors.

\(^*\) p ≤ .05, one-tailed test.
roughly two-to-one (except for the constant term, which is larger still). The substantive implications of this size differential are not readily apparent from the reported values themselves since both methods summarize nonlinear functional forms. We can gain at least some limited perspective on these differences by graphing both estimated relationships between income inequality and deaths while holding other variables in the model at some constant value. The mean value is the usual choice of constant for continuous measures and is the value we use for negative sanctions and population. However, the mean is neither informative nor realistic for dichotomous attributes like intense separatism and regime repression, which by our procedures must be either present or absent. Accordingly, we depict each estimated inequality relationship twice, first under conditions that are least likely to produce violence (that is, where intense separatism and semirepressive regime are both absent), and again under the most violent prone conditions (that is, where both are present). 31

The four graphical depictions are displayed together in Figure 2 with estimated EPR functions represented by broken lines and LOLS functions by solid lines. Two observations seem particularly noteworthy. First, it is evident that EPR and LOLS estimations expose approximately the same functional form under each set of conditions. To be sure, they are not identical—LOLS accelerates somewhat more slowly than EPR under less violent prone conditions and somewhat more rapidly than EPR when violence is more likely. Nevertheless, within the limits of our data they do seem reasonably similar. Second, it is equally evident that LOLS produces systematically smaller estimates of predicted deaths than EPR. 32 The size of this discrepancy varies depending on the level of inequality and the conditions established by separatism and semirepressiveness (though it can be quite large, reaching a high of 420). Clearly this is a difference—the first we have encountered in any of our comparisons—that carries important substantive implications. Given the fact that EPR is specifically tailored to estimations on raw counts, it appears likely that LOLS is underestimating predicted deaths even while delivering a reasonably faithful portrait of the underlying theoretical process.

The results of our analyses have several important substantive and methodological implications for cross-national studies of internal conflict. First and foremost—and contrary to Wang—is the reaffirmation of income inequality as a condition promoting political violence. In addition, our analyses have shown that this inequality effect is not the misspecified result of excluded land maldistribution measures. Indeed, on the evidence at hand, these variables warrant no valid claim to systematic causal relevance. These results are especially impressive because they emerge from quite different estimation methods on different dependent variables. Furthermore, EPR estimation provides some external validation for certain design decisions commonly taken in LOLS estimation. In particular, the EPR results demonstrate that adding a constant 1.0 prior to taking logarithms does not in any way “skew the conclusions,” as Wang would have us believe.

More generally, we found a high degree of convergence in the results from our EPR and LOLS estimations across a variety of specifications. Most encouraging is the fact that each set of results taken alone points to exactly the same conclusions regarding the sources of political violence. We must not generalize too far: the two estimation methods do differ in numerous respects and there is no guarantee that they will deliver such similar results in other contexts. Moreover, when examined over comparable specifications on raw counts, we found substantial discrepancies in the predicted values produced by the two techniques. One advantage often attributed to EPR methods is their less-restrictive assumptions. However, for studies of political violence there is at least one respect in which estimation on raw counts may be somewhat more restrictive in practical applications than estimations on rates. We refer to problems of data collection that may impair accurate accounting of deaths and other violent events.

THE ACCURACY OF POLITICAL VIOLENCE MEASURES

We follow the now-standard practice of measuring political violence based on the number of deaths associated with riots, armed attacks, assassinations, and other politically motivated conflict events. Deaths are preferred to other indicators for a variety
of reasons itemized elsewhere (Muller and Seligson 1987, 448). Like others, we rely on the death reports compiled in the World Handbook of Political and Social Indicators (Taylor and Jodice 1983). Recently, however, World Handbook records have been criticized by Brockett (1992) as inaccurate due to underreporting of deaths. Specifically, he provides documentary evidence of significant underreporting for three nations in Central America: Guatemala, El Salvador, and Nicaragua. Although blanket charges of inaccuracy without supporting evidence can do little to advance inquiry, we believe that closer inspection of data such as those by country and area specialists is a constructive development. We are therefore grateful for Brockett's efforts and hope that his careful scrutiny of Central America is followed by others just as familiar with other regions of the world.

We concur with Gurr's (1974) observation that minor inaccuracies in political violence data are unlikely to have much impact on the general inferences drawn from cross-national studies. We also concur that "gross and systematic" errors are another matter entirely. All the more troublesome is the fact that errors are most likely to be gross and systematic during periods of large-scale insurgency, revolt, and civil war. Our approach to this problem is a bit more sanguine than Brockett's, though we share his intolerance for faulty data. We believe that knowledge of serious underreporting is better used as a remedy than an indictment. One such remedy would have us eliminate from future analyses any cases plagued by documented irregularities in the reporting of political violence. But to do so would surely introduce equally serious distortions, since these are cases where political violence not only is known to occur but does so at relatively extreme levels. An alternative—indeed, in our view optimal—solution would be to correct inaccurate data points with new and more reliable measurements whenever they become available. But there are drawbacks here, as well, for documented evidence of underreporting does not necessarily imply a precise accounting. Brockett's investigation of deaths in Central America is a case in point. While he does supply convincing evidence of underreporting of deaths, he fails to provide enough detailed information to permit an accurate correction.

There is a third course that will allow us to take account of Brockett's information but not require an exact accounting of cumulative deaths. This is made possible by establishment of a censoring point at some value representing moderately but not excessively high levels of violence. In our previous work we have used 50 deaths per million for this purpose. Because we can reasonably infer from Brockett that the underreported cases exceed this threshold, we can adjust our indicator for these cases by setting it to the maximum level of 50 per million.33 This will permit us to investigate in at least a provisional way how these particular underreported cases may have affected our earlier estimates. Again we must emphasize that this is not our preferred solution, but it does at least permit us a more informed judgment than would otherwise be possible at the present time.

Note, too, that because our censoring threshold is expressed as a rate, the adjusted indicator requires estimation by a procedure like LOLS. This is not to say that similar solutions could not be implemented for estimating on raw counts, only that in our view the task becomes a much more formidable one.

For this new estimation we employ a slightly larger sample than before, made possible by the inclusion of four additional countries for which we now have reliable measures of income inequality.34 Estimates using these threshold-adjusted death rates are presented in Table 6. Column 1 (model 1A) uses the specification of model 1 in Table 4 while the second (model 2A) includes energy consumption per capita and is comparable to model 2. Although the larger sample and death rate adjustments do bring some slight changes to the estimates, along with a marginal decline in overall fit, the general pattern of results remains very close to those in Table 4. We also present a new estimation (model 4) that includes death rates from 1968–72 as a control, thus transforming this specification into a change model corresponding to our original estimation 1.3 (Muller and Seligson 1987). Change specifications of political vio-

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>MODEL 1A</th>
<th>MODEL 2A</th>
<th>MODEL 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper 20% income share, ca. 1970</td>
<td>.030* (.016)</td>
<td>.032* (.018)</td>
<td>.042* (.016)</td>
</tr>
<tr>
<td>In (Energy consumption per capita, 1970)</td>
<td>— .102 (.123)</td>
<td>— .239 (.109)</td>
<td></td>
</tr>
<tr>
<td>Intensity of separation, 1975</td>
<td>1.045* (.363)</td>
<td>1.063* (.367)</td>
<td>.618* (.332)</td>
</tr>
<tr>
<td>Semirepressive regime, 1973–77</td>
<td>1.027* (.298)</td>
<td>1.218* (.340)</td>
<td>.927* (.301)</td>
</tr>
<tr>
<td>In (Negative sanctions per 1m, 1975)</td>
<td>.424* (.210)</td>
<td>.348 (.220)</td>
<td>.357* (.190)</td>
</tr>
<tr>
<td>In (Deaths from pol. viol. per 1m, 1968–72)</td>
<td>— —</td>
<td>— .517* (.113)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-1.314* (.787)</td>
<td>-2.128* (1.450)</td>
<td>-3.876* (1.310)</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>.40</td>
<td>.40</td>
<td>.59</td>
</tr>
<tr>
<td>N</td>
<td>66</td>
<td>65</td>
<td>65</td>
</tr>
</tbody>
</table>

Note: Main entries are LOLS estimates on death rates corrected with information from Brockett, 1992; entries in parenthesis are standard errors. *p ≤ .05, one-tailed test.
lence have the advantage of embedding models in historical context while providing even more stringent controls than the level specifications examined so far.

Our arguments are summarized by three main conclusions. First, logarithmic transformations on count variables are not arbitrary when accompanied by a proper theoretical understanding of the process being modeled. Second, the method of estimation makes virtually no difference in the general conclusions derived from properly specified model. Finally, making allowances for underreporting of deaths by using the best information available does not significantly alter the results reported in previous studies. As a consequence of this exercise, we are now even more confident that high levels of income inequality promote high levels of political violence.
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1. For a review of this argument, see also Snyder 1978.
2. For a review of this literature, see Lichbach 1989.
3. "Event counts are variables that have for observation i (i = 1, . . . , N) the number of occurrences of an event in a fixed domain" (King 1988, 838). Examples include the numbers of coups, coup attempts, deaths from violence, and so on.
4. For a discussion of these distributions, see Cameron and Trivedi 1986; Hausman, Hall, and Griliches 1984; King 1988b.
5. The most frequently used value for c is 1. For instance, Muller and Seligson indicated that "an increment of one is added to each death score before logging because the log of zero is undefined" (1987, 448, n. 8). Many other studies also added one to the dependent variable before taking a logarithmic transformation (e.g., Boswell and Dixon 1990; Hartman and Hsiang 1988; Muller 1985, 1988b; Park 1986; Weede 1981, 1986).
6. The variables included in this analysis are deaths rate of political violence of 1973–77, upper 20% income share (as a measure of income inequality), energy consumption (as a measure of economic development), intensity of separatism, semirepressive regime, and negative sanctions per one million in 1973–77 and in 1968–72. In addition, there are two variables of land inequality: agrarian inequality and landlessness. For details, see Muller and Seligson 1987. Data are provided by Muller.
7. Least squares estimation often results in predicted event counts that are less than zero. A predicted value that is negative is empirically meaningless in event count analysis. For example, an assertion that the number of deaths in country A between 1973 and 1977 is (−1) is empirically and theoretically impossible.
8. If a prior occurrence of an event actually increases the probability of subsequent occurrence of similar or same event, the data are said to be overdispersed. When a prior occurrence of an event decreases the probability of subsequent events, the data are considered underdispersed (King 1989b).
9. In fact, when Gini land concentration is included in the analysis, it is not statistically significant either with or without outliers.
11. These countries are Argentina, Philippine, and Zimbabwe. The accumulated number of deaths from political violence for these three countries between 1973 and 1977 are 4,476, 4,236, and 3,491. The death rates per one million before adjustment are 176.33, 72.82, and 545.12, respectively.
12. The robust standardized residual (e_i) is defined as the standardized residual (e_i) divided by the square root of the estimated dispersion parameter (σ^2), that is, e_i = e_i/σ. The e_i is defined as the Poisson residual (u_i) divided by its estimated standard deviation: e_i = u_i/√λ where u_i = y_i − λ_i and σ^2 = (n − p − 1) Σ [(y_i − λ_i)^2/λ_i], where n is the total number of observations and p is the number of independent variables plus one. See McCullagh and Nelder 1989, 200–206; Winkelmann and Zimmermann 1992.
13. Zimbabwe is not included in the following analysis due to missing values on landlessness and agrarian inequality.
14. Cameron and Trivedi suggest that a one-tailed test is appropriate, because it is testing whether α is greater than zero (1986, 43).
15. The results of Table 2, columns 1–2, are generated by the computer program COUNT (King 1991), which employs the NEGBIN parameterization.
16. The robust standardized residuals for the three countries are 2.58, 3.06, and 2.79, respectively. None of the rest of the robust standardized residuals is greater than 2 in absolute value.
17. For a review of these arguments, see Lichbach 1989; Snyder 1978.
18. The calculation of predicted values will depend on certain assumptions that should be made explicit. For an arbitrarily selected observation, the LOLS model can be written as ln(Y + c) = Xβ + e, where c is a constant added to the dependent variable prior to taking logarithms. Solved for the original dependent variable, Y, this becomes Y = exp(Xβ + c) − c, where exp(·) indicates exponentiation. Since predicted values are just estimates of the expected value of the dependent variable, given the independent variables, X, we examine

E(Y|X) = E[exp(Xβ) exp(e) − c) |X].

By the usual assumption that X is independent of the error, e, and by properties of conditional expectations, this can be further simplified to

E(Y|X) = exp(Xβ)E[exp(e)] − c. (10)

Because an exponentiated normal random variable with a zero mean has an expected value of one, if e is assumed to be normally distributed with a zero mean, this expression can be simplified still further to E(Y|X) = exp(Xβ) − c. Thus, whether predicted values are estimated by this last expression or equation 10 depends on assumptions about the error term in the original model. For simplicity of exposition here and for our LOLS estimations on death rates later, we assume a normally distributed error with zero mean. Although this is a common assumption in OLS, it is not always an appropriate one and may be particularly questionable for some models on raw counts.
19. Note that in his Table 1, column 1, Wang correctly reports an LOLS estimate of .98 for semirepressive regime. This value was misprinted in Muller and Seligson 1987, equation 1.3: the coefficient of 1.23 on intensity of separatism was repeated for regime repressiveness, the variable below it in the equation.
20. The addition of an increment of 1.0 before logging has been the standard procedure in analysis of political conflict.
31. The estimated EPR relationships are defined by
\[ \hat{Y} = \exp(0.8925 + 0.3644R + 0.322P - 0.474 - 0.037I), \]
where \( S \) and \( R \) are both valued at 1 or 0 to symbolize the presence or absence of separatism and semirepressiveness, respectively; \( N \) and \( P \) are the means of \( \log \) transformed negative sanctions and population; and \( I \) varies between 30 and 70 which is the observed range of inequality. Using the same notation, the LOLS functions are given by
\[ \hat{Y} = \exp(2.0045 + 0.1391R + 0.758N + 0.685 - 8.684 + 0.071), \]
where 1 is an adjustment for the constant increment.
32. This may appear puzzling given that LOLS was found to return systematically larger estimates than EPR. The explanation is in the large negative LOLS constant which has the effect of adjusting the predicted values downward.
33. The choice of 50 is somewhat arbitrary. Our experiments with different censoring points shows that the value chosen makes little difference in the results. However, the implementation of a censoring point necessarily introduces some bias that will reduce the size of subsequent parameter estimates.
34. These four countries are Austria, Guatemala, Iran, and Senegal. A summary measure of inequality for Austria was obtained from Simpson (1990); measures for the others are from Muller 1988a. All other inequality measures used are reported in Muller and Seligson 1987.
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ERRATUM

In "Messages Received: The Political Impact of Media Exposure" by Larry M. Bartels, June 1993, page 270, the graphs contained in Figure 1, Summary of Estimated Effects of Television News Exposure, and Figure 2, Summary of Estimated Effects of Newspaper Exposure, were reversed.